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Behavioral Economics 
and the Practice of Law
Behavioral economics combines insights from psychology, 
judgment, and decision making, and economics to generate a 
more accurate understanding of human behavior. This article 
considers these insights as they relate to the practice of law. 

BY ROBERT C. PORT

A (Very) Brief Overview of 
Behavioral Economics1

Behavioral economics is the study 
of how people make decisions. In 
particular, behavioral economics is 
“a relatively new field that combines 
insights from psychology, judgment, 
and decision making, and econom-
ics to generate a more accurate un-
derstanding of human behavior.”2 
Although these insights have sig-
nificant application to how people 
make decisions regarding their in-
vestments, they have application for 
a broad range of decision making. 
This article considers these insights 
as they relate to the practice of law. 

The research demonstrates that 
decision-making is often not as ra-
tional and analytical as traditional 
economic theory would predict.3 
Traditional economic theory—
think Adam Smith, “The Wealth 
of Nations”4—makes two basic as-
sumptions. First, the person making 
choices either knows or has assessed 

all the information relevant to mak-
ing a decision. Second, the person is 
rational, and makes decisions that 
are logical and consistent based on 
an objective calculation of risk and 
costs compared to the expected re-
wards. This is often referred to as 
“utility theory.”5

The problem with utility theory is 
its limited application in real-world 
situations. It describes how people 
should make decisions rather than 
how they actually make decisions. 
Real-life decision-making usu-
ally employs a variety of cognitive 
“rules-of-thumb,” called heuristics. 
Heuristics are unconscious short 
cuts by which our minds make de-
cisions, sometimes instantaneously 
or irrationally, rather than engaging 
in the thoughtful, logical, analytical 
or rational approach that traditional 
economic theory suggests.6 

“Prospect theory” is the term 
coined by psychologists to describe 
the way people actually make real-
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Behavioral Economics and 
Securities Class Action Litigation
Without directly using the term “behav-
ioral economics,” it appears that the Su-
preme Court has recognized its impact in 
evaluating the proofs and defenses pre-
sented in securities class action litigation. 
In Basic Inc. v. Levinson, the Supreme Court 
upheld the validity of the “fraud-on-the-
market” presumption.10 That presump-
tion provided that class action investors 
could satisfy the reliance requirement for 
proving stock fraud premised on a ma-
terial misrepresentation because it was 
assumed that the price of the stock they 
had purchased or sold occurred in an 
“efficient market,” one which reflected all 
public material information, including 
material misrepresentations. 

In its subsequent holding in Halliburton 

Co. v. Erica P. John Fund, Inc.,11 the Court 
held that defendants can defeat the Basic 
presumption at the class certification stage 
by introducing evidence that the alleged 
misrepresentation did not affect the stock 
price. Of particular note is the concur-
rence by Justices Thomas, Alito and Scalia, 
which channels behavioral economic theo-
ries by stating that the Basic presumption 
is based on “a questionable understanding 
of disputed economic theory and flawed 
intuitions about investor behavior.”12 The 
concurrence further observed:

Basic based the presumption of reli-
ance on two factual assumptions. The 
first assumption was that, in a “well-
developed market,” public statements 
are generally “reflected” in the market 
price of securities. 485 U.S., at 247, 
108 S.Ct. 978. The second was that 
investors in such markets transact “in 
reliance on the integrity of that price.” 
Ibid. In other words, the Court created 
a presumption that a plaintiff had met 
the two-part, fraud-on-the-market 
version of the reliance requirement 
because, in the Court’s view, “com-
mon sense and probability” suggested 
that each of those parts would be met. 
Id., at 246, 108 S.Ct. 978.

In reality, both of the Court’s key 
assumptions are highly contestable 
and do not provide the necessary sup-
port for Basic’s presumption of reli-

life economic decisions between alterna-
tives whose outcomes are uncertain.7 The 
theory suggests that people make deci-
sions based on their intuitive perception 
of the risk of a loss or a gain rather than 
a true probabilistic analysis of the likely 
final outcome. 

Behavioral economics challenges the 
notation that people make thought-
ful rational decisions when faced with 
economic choices:

In standard economics, we think—we 
assume—that people are perfectly ratio-
nal, which means that they always be-
have in the best way for them. They can 
compute everything, they can calculate 
everything and they can make, always, 
consistently, the right decisions. In 
contrast, behavioral economics doesn’t 
assume much about people. Instead of 
starting from the idea that people are 
perfectly rational, we say we just don’t 
know, but let’s check it out. So, what we 
do is we put people in different situa-
tions to check how they actually make 
decisions. And what we find in those 
experiments is that people often don’t 
behave as you would expect from a per-
fectly rational perspective.8

In sum, behavioral economics reveals 
that we are “predictably irrational.”9 

“Prospect theory” is the term coined by 
psychologists to describe the way people 
actually make real-life economic decisions 
between alternatives whose outcomes are 
uncertain. The theory suggests that people 
make decisions based on their intuitive 
perception of the risk of a loss or a gain 
rather than a true probabilistic analysis of 
the likely final outcome.
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ance. The first assumption—that public 
statements are “reflected” in the market 
price—was grounded in an economic 
theory that has garnered substantial 
criticism since Basic. The second as-
sumption—that investors categorically 
rely on the integrity of the market 
price—is simply wrong.13

The concurrence captures the basic 
premise of behavioral economics: Con-
trary to traditional economic theory, 
which presumes a clear-eyed analytical 
evaluation of the costs and benefits of a 
decision, we may not consistently un-
derstand or implement probability when 
making economic decisions, our assess-
ment of the probability of future expect-
ed events may be flawed, we regularly act 
impulsively and with unconscious biases, 
and we often act without complete infor-
mation or ignore material information. 
As one district court has observed, “Be-
cause the notion of information efficien-
cy upon which the fraud-on-the-market 
presumption rests is crumbling under 
sustained academic scrutiny, the future 
of securities fraud class action litigation—
dependent on this presumption—may be 
in jeopardy.”14 

Behavioral Economic Concepts 
in the Practice of Law
In their work describing why people 
are “predictably irrational,” behavioral 
economists have identified a number of 
common themes—heuristics—in decision 
making, many of which have application 
to the practice of law. Some of these are 
discussed below.

Anchoring
Anchoring describes how exposure to 
a recent number or exposure to certain 
environments affects decision-making. 
Anchoring is “a behavioral bias in which 
the use of a psychological benchmark car-
ries a disproportionately high weight in 
a market participant’s decision-making 
process.”15 The concept of anchoring fo-
cuses on our tendency to attach or “an-
chor” our thoughts to a reference point—
even though that reference point may 
have no logical relevance to the decision 

at hand. Behavioral economist Daniel 
Kahneman describes anchoring as “one 
of the most reliable and robust results of 
experimental psychology.”16 

To illustrate this bias, in a well-known 
experiment, subjects are asked to write 
down the last few digits of their Social Se-
curity number. They are then presented 
with a jar of marbles, and asked to guess 
the number of marbles in a jar. Subjects 
with higher Social Security numbers al-
most always guess higher.17 Similarly, re-
searchers asked participants whether Ma-
hatma Ghandi died before or after the age 
of nine years or whether he died before or 
after the age of 140 years. The average of 
answers given to the two questions dif-
fered by 17 years, although these anchors 
seemed to be obviously irrelevant.18

As a consequence, the starting point 
at the beginning of the decision-making 
process has a very real effect on the final 
result. In a negotiation, anchoring efforts 
should occur early in the process before 
the other party has an opportunity to an-
chor based on their own decision-making 
processes or other experiences.

Consider the following which might 
be anchor points for your client:

l The first offer made in a negotiation.
l The amount of damages set forth in a 

complaint.
l Litigation costs already incurred.
l Media reports of similar verdicts or 

settlements.
l Lawyer advertising as to verdicts and 

settlements achieved.
l The sale of a similar property or 

business.
l The highest perceived prior value of 

a property or business. 
l “Conducting a meeting in a cheap cof-

fee shop might create mental associa-
tions that help you negotiate a lower 
price whereas meeting in an expensive 
restaurant or well decorated office 
might have the opposite effect.”19 

Overconfidence
Human beings have a tendency to over-
estimate their own skills and predictions 
for success. We overestimate the prob-

abilities of good things happening and 
discount the probabilities of failure or loss 
unless we are always pessimistic. 

Socrates is said to have observed that 
“True knowledge exists in knowing that 
you know nothing.”20 Former U.S. Sec-
retary of Defense Donald Rumsfeld ob-
served that

[T]here are things we know we know. 
We also know there are known un-
knowns; that is to say we know there 
are some things we do not know. But 
there are also unknown unknowns—the 
ones we don’t know we don’t know.21

Experts and highly educated peo-
ple—such as attorneys—are prone to 
have greater overconfidence bias than 
laypeople because their education (and 
perhaps their income and position of se-
niority) gives them the (over)confidence 
to believe they are right.22 Thus, a lawyer 
might be too confident in their ability to 
convince the court that adverse case law 
is distinguishable.

Behavioral economists have identi-
fied a variety of cognitive biases that 
lead to overconfidence. One is the “illu-
sion of control”—the tendency for people 
to overestimate their ability to control 
events.23 Attorneys, for example, might 
feel that they can control outcomes for 
situations in which they demonstrably do 
not have complete control, such as a jury’s 
decision or whether the other party will 
accept the terms of a business proposal. 

Another and related bias leading to over-
confidence is the “hot-hand” fallacy—the 
belief that a person who has experienced 
success with a random event has a greater 
chance of further success in additional at-
tempts.24 A flipped coin that has landed 
on heads 10 times in a row still has only a 
50/50 chance of landing on heads on the 
11th flip—though if it has landed heads 100 
times in a row you might question the fair-
ness of the coin. An attorney who has won 
their last 10 cases, or secured the last 10 zon-
ing variances, still must recognize that their 
success or failure on the next case or zoning 
dispute is not completely assured. 

One approach to counter overcon-
fidence is to conduct a “premortem” as 
discussed below:
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A premortem is the hypothetical op-
posite of a postmortem. A postmortem 
in a medical setting allows health pro-
fessionals and the family to learn what 
caused a patient’s death. Everyone ben-
efits except, of course, the patient. A 
premortem in a business setting comes 
at the beginning of a project rather 
than the end, so that the project can 
be improved rather than autopsied. 
Unlike a typical critiquing session, in 
which project team members are asked 
what might go wrong, the premortem 
operates on the assumption that the 
“patient” has died, and so asks what did 
go wrong. The team members’ task is 
to generate plausible reasons for the 
project’s failure.25

This strategy for addressing overcon-
fidence involves “prospective hindsight 
. . . which helps . . . identify risks at the 
outset.”26 Using this strategy, the law-
yer imagines early on in the representa-
tion that the desired goal has not been 
achieved—the case was lost on summary 
judgment or at trial, or the business deal 
collapsed—and then works backward 
from that hypothetical failure to deter-
mine what potentially could lead to that 
negative result. Moving forward, the at-
torney can then have a greater sensitivity 
to those risks that could derail the matter.

Planning Fallacy 
The “planning fallacy” refers to the ten-
dency for people to consistently un-
derestimate both the time and costs for 
completing projects.27 Because human 
judgment is generally overconfident and 
optimistic, people tend to underestimate 
the costs, completion times and risks 
of planned actions. Some examples are 
provided below.
l In a litigation situation, both sides 

will likely underestimate not only 
the amount of time needed to reach 
a conclusion, but also the cost of 
the litigation process. Litigators are 
notorious for underestimating the 
length of a deposition, arguments on 
a motion, or a hearing or a trial.

l In a deal situation, parties will under-
estimate the time needed to negotiate 

and draft the details of the relevant 
documents.

Behavioral economists suggest that 
the best way of avoiding the planning 
fallacy is to use a data-driven technique 
called “reference class forecasting.” Essen-
tially, reference class forecasting tries to 
eliminate the subjective prejudices of the 
forecaster (the “inside view”) and focuses 
on reasonably objective data (“the out-
side view”).28 For example, when trying 
to predict the legal fees and expenses of a 
lawsuit, the analysis would be this:

First, identify a set of similar activi-
ties. When trying to predict how much 
a lawsuit might cost in legal fees, for 
example, identify a group of similar 
lawsuits. This group of similar prior 
lawsuits is your reference class. 

Second, collect data on the refer-
ence class. How long did those law-
suits last from beginning to end? How 
much were the total legal fees? This 
data provides the baseline for evaluat-
ing your own situation. So, if your firm 
has handled 10 similar types of lawsuits 
in the past, and the average legal fees 
incurred were $100,000, then $100,000 
is your baseline. 

Third, evaluate the effect of con-
crete differences between your partic-
ular case and the reference class cases. 
For example, if your firm’s hourly rates 
have increased year over year, then 
you will want to adjust the baseline es-
timate upward to reflect the increases 
in hourly rates. If some of the prior 
cases required more witnesses than 
your case will, then you might adjust 
your estimate downward.

Finally, the fourth, and possibly 
hardest, step is to actually use the esti-
mate and ignore your inevitable desire 
to use your original “prediction” about 
the cost in place of the hard data.29

Confirmation Bias
Confirmation bias is the tendency to in-
terpret new facts and experiences in ways 
that reinforce our pre-existing beliefs.30 

Simply stated, we favor information that 
confirms our beliefs, while discounting 
facts that counter those beliefs. As a con-
sequence, confirmation bias causes us 

to give less weight to information that 
challenges those beliefs, and we may not 
even search for conflicting evidence or 
differing opinions. 

Confirmation bias often places undue 
influence on information gathered early 
on. A person forms an initial opinion 
and then evaluates subsequent evidence 
through that filter so that it confirms the 
opinion. The “first impression” controls, 
and then the person has “blinders” on, 
preventing any realistic assessment of 
contrary information. 

In “Predictably Irrational,” psycholo-
gist Daniel Ariely describes an experi-
ment in which MIT students were asked 
to taste-test two types of beer. One was a 
regular beer, and the other was the same 
beer, but with balsamic vinegar added. 
The altered beer was “MIT Beer.” As ex-
pected, when told in advance that MIT 
Beer contained vinegar, the students 
preferred the regular beer. In contrast, 
however, when they were not told in 
advance about the vinegar, the students 
typically preferred MIT Beer.31

Much of what lawyers do involves di-
rect adversarial situations (litigation, ar-
bitration, mediation), or quasi-adversarial 
situations, such as contract negotiations. 
Confirmation bias can cause either or 
both sides to have an unrealistic view of 
their chance of success, leading to an in-
ability to objectively evaluate the matter, 
and resulting in extended litigation or ne-
gotiation deadlocks. Some examples:
l Clients often have no ability to 

recognize the possibility that the fact 
finder will not find them credible, 
will not find the facts as the client 
swears them to be, or that the fact 
finder might otherwise not see their 
case as straightforward as the client 
believes it to be. 

l A litigation lawyer fails to adjust the 
“theme” of the case as identified early 
on even when discovery produces 
evidence challenging that theme or 
suggesting alternative theme(s).

l A lawyer might discount or wholly 
ignore the probable effect of negative 
testimony at a deposition by focusing 
on the parts of the deposition that 
support his client’s position. 
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l A business client may be so enam-
ored of the proposed deal that they 
overestimate the cost savings of a 
merger, the ease of regulatory ap-
proval or the ability to merge differ-
ent business cultures into one.

Confirmation bias can be countered 
by maintaining an objective viewpoint 
from the start. Also, it is useful to seek 
input and feedback from objective third 
parties who have no stake in the matter. 
Any negative information counter to our 
initial analysis and impressions must be 
carefully and objectively analyzed, with-
out fear that doing so might be a chal-
lenge to and reveal the bias in our own 
decision-making.

Loss Aversion
Loss aversion is the tendency of people 
to fear losses more than they desire a 
gain of similar value. For example, re-
search has found that the perceived risk 
of a financial loss is weighed more heav-
ily in decision-making than the pos-
sibility of a gain of equal value. This is 
known as “loss aversion,” and by some 
measures, a loss has about twice as 
much psychological impact as a gain of 
the same amount.32 A person viewing 
himself or herself as losing something 
places more value on the thing lost than 
someone who views the transaction as 
receiving the same thing, even though 
the economic value of the loss and the 
gain are the same.33 

A lawyer who understands these in-
centives may be able to set up the litiga-

tion or the business negotiation to in-
crease the chance of reaching a successful 
result. Loss aversion suggests that rather 
than trying to achieve a result by threat-
ening the adverse party with a significant 
loss, the lawyer who can frame the con-
sequences for all parties as a “win-win” 
should do better in achieving the result 
desired by their client. 

For example, a litigation settlement 
might be structured so that the payor is 
able to secure favorable tax treatment for 
the payment made, thus reducing the ac-
tual out-of-pocket cost of the settlement. 
The release of a lis pendens as part of a 
settlement, thus allowing real property to 
be marketed, might be viewed as a signifi-
cant gain even if significant consideration 
is paid by the defendant to accomplish that 
result. As another example, “in a shipping 
contract, a lawyer might start with a high-
er base price that includes insurance and 
offer a discount if the customer maintains 
its own insurance rather than start with a 
lower base price and then try to get the 
customer to pay extra for the shipper to 
cover insurance. Loss aversion suggests 
that the customer will view the discount 
as a gain, and the payment of extra fees as 
a loss, and be more willing to forgo the 
discount than pay the extra fees.”34  

Hindsight Bias
Another common behavioral tendency 
is “hindsight bias.” This describes situa-
tions in which a person believes, after the 
fact, that what happened was predictable 
and completely obvious, when in fact, 

the event could not have been reasonably 
predicted. In other words, “I knew it all 
along.”35 The fact is that “stuff happens,” 
often in ways that are unpredictable and 
unexplainable, but it won’t appear that 
way after the fact.36 

 Psychologists attribute hindsight bias 
to our innate need to find order in a cha-
otic and uncertain world. To do so, we 
create rationalizations that allow us to 
believe that unexpected or unpredict-
able events most certainly could have, 
and should have, been predicted. “People 
[are] driven to overstate the accuracy not 
only of their original predictions but also 
of those made by others.”37 

Some clients expect lawyers to have 
perfect foresight as to the course of nego-
tiations, the way in which a judge or jury 
will decide a case, or what a government 
regulator might do. How many times 
have we heard a disappointed client say 
“You should have known!” as if we have 
the perfect foresight of a crystal ball?

To reduce the challenges of disap-
pointment caused by a client’s hindsight 
bias, the lawyer should regularly remind 
the client of all the independent variables 
in the litigation/negotiation decision 
making process over which the attorney 
has little or no control:
l The strategies of the adverse party 

and their counsel;
l The interpretations of law by the court;
l The facts as found by the judge or jury;
l The subjective impressions that each 

of the players involved have of each 
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Conclusion
By understanding some of the key heu-
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dictably irrational”38—a lawyer can ac-
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with that knowledge, we can help our 
clients make better decisions, and be rea-
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